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ABSTRACT

The topic of this study is the role of Uganda’s mi@ny policy in controlling inflation with
the case study of Bank of Uganda. The main objeativthis study was to examine the role
of Uganda’s monetary policy in controlling inflaticand it tested the hypotheses that Bank
rate, rediscount rate and the 91-day Treasuryrbtlk do not play a significant role in
controlling inflation. Monthly secondary data fraranuary 2011 to December 2014 that was
collected from Bank of Uganda and Uganda BureaBtafistics was used to analyze the role
that Uganda’s monetary policy plays in controllinfiation. This study focused on bank rate,
91-day Treasury bill rate and rediscount rate astdlols of Uganda’s monetary policy. The
study was carried out by adopting an empiricaldmeodel with inflation as the dependent
variable. Diagnostic tests such as test for notyyaliest for stationarity, test for
multicollinearity and test for serial correlationere carried on the study variables. The
findings of the study showed that the rediscoutd head a positive relationship with inflation
while the bank rate and 91-day Treasury bill read b negative relationship with inflation.
The study concluded that rediscount rate does ffiettahe level of interest rates therefore
Bank of Uganda should increase the bank and thda9lTreasury bill rates to control

inflation in Uganda when the problem arises.
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CHAPTER ONE

INTRODUCTION

1.0 Introduction

Monetary policy refers to measures employed by @entral Bank on behalf of the
government in the management of demand and suppilyooey together with the interest
rates in order to achieve various economic goaik a8 high economic growth rate, financial
sector stability among others in country (Colan@00). Thus, it is a set of objectives aimed
towards the growth and stability of the economye Tty of the conduct of the monetary
policy exclusively rests with the central bank loé¢ tountry, which regulates the money stock
through its different tools in order to achieve no@conomic stability such stabilization of
output and prices (Atukwase, 2012). Monetary polisgs a variety of techniques to control
one or all of these; economic growth, inflationcleange rates with other currencies and
unemployment to influence economic growth. Inflatie an issue of concern over the world
and especially in developing countries (Berg, Laxi& Karam, 2006). Therefore this study
focuses on investigating the role Uganda’s mongtatigy plays in controlling inflation with

a case study of Bank of Uganda.

This chapter presents the introduction to the stlidgims at highlighting and making the
research problem clear. It specifically discussedeu the background to the study, the
problem statement, and the objectives of the sttiy,hypotheses of the study, and the
purpose of the study, the scope of the study astifigation of the study. It also includes the
conceptual frame work of the study and the debngi of major terminologies used in the

study.



1.1 Background of the Study

1.1.1 Historical background

The evolution of Uganda’s monetary policy and g&ve&lopments tracks back from the time
Bank of Uganda (BOU) was established in July 196@til the establishment of BOU, the
East African Currency Board (EACB) issued a comroomrency that circulated in Uganda,
Kenya and Tanzania. BOU did not issue its own cuyeuntil January 1967 when its
currency was allowed to co-circulate with the EAC&rency. It continued to be a legal
tender until April 1969 but was still accepted b@B for conversion purposes only (BOU,

2015).

In 1967, the East African Co-operation treaty came force. This treaty required the central
banks of Uganda, Kenya and Tanzania to coordihaie tnonetary, balance of payments and
interest policies in line with one another. Theysdxh their rates on the EACB rate for
rediscounting which was at 5%. Treasury bills wevailed to commercial banks at a rate of
5% with the hope that they would be repurchaseatieasame rate in order to encourage them
to invest their surplus funds domestically rathbant using them to purchase foreign

exchange.

In 1968/69 a new banking act came into place aedctbdit measures were relaxed. This
contributed to the lowering of the foreign resereé8BOU. The new banking law aimed at
ensuring that commercial banks and other finanaistitutions operate on sound financial
principles and in conformity with overall governniegconomic policy. The law dictated

liquidity requirements at 20% of the total depositsommercial banks.

In 1972 a number of non-national who had for a lange dominated most of the economic

sectors were told to give way for the Ugandan mafi® Nearly all the departing non-national



did not liquidate their financial obligations witlanks and yet new credit had to be extended
to the new Ugandan business men. These factors thadeposition of BOU'’s restrictive
policy inventible. It was further dictated that d&anking business be transferred to the
Uganda commercial bank, the only state owned batikad time. This resulted in a number
of expatriate banks closing down making UCB thegbgj and sole operating bank in the
country. Over the period of 1972 -1980 a large partthe monetary sector virtually

collapsed.

In 1981, the government embarked on a rehabilitgtimgram to restore economic stability.
In October in the field of monetary policy all inést rates were raised sharply. This was
partly to mobilize resources for economic developimand partly to encourage banking
habits while also taking account of inflation. Thigigered a shift in the structure of financial
assets and treasury bills. Rate in treasury b#élsewaised again in 1982 and the bank rate and
rediscount rate in conformity with the change iterast rate conditions were also adjusted by

BOU.

The policy environment changed drastically when #whorities adopted the Economic
Recovery Program (ERP) in 1987. The main objeabfvéhis policy was to restore macro-
economic stability. One of its main objectives wascontain inflationary pressures by
restricting the monetary growth. In May of the saymar a new Uganda shilling equivalent to
100 old shilling was introduced, coupled with tleneersion of 30% and all this intended to
reduce the excessive liquidity and generate additidax revenue. Monetary policy was
therefore confronted with the problem of limited metary growth while accommodating the

private sector needs (Anguyo, 2008).

In 1988, a year after the launch of the ERP, emphaas still put on limiting the financing

of the government by BOU in order to control infbat During the same year the



responsibility for the provision of crop finance siansferred from the government to BOU
and this was to enable the Coffee Market Board (TMB pay off its liabilities. This

contributed to inflationary pressures of about 8&8@ result of doubled money supply. This
program aimed at controlling credit expansion maiok crop financing and repayment the
debt of the CMB. As a result monetary growth desdinthe real GDP growth rate shot higher

than 7% and inflation fell to 29% (BOU, 2011).

In 1991/92 annual inflation shot up by 63% and Wés because the repayment program that
had been initiated the previous year was revemadinig to liquidity expansion. In 1992/93
the government made repayments to the bankingmsyatel the rate of inflation plunged to
negative 1% on a yearend basis. The Treasuryumti@ was initiated in 1992 allowing the
participation of commercial banks for the first érand it has been used as a monetary policy
tool since then. The new arrangement of allowingkbato hold Treasury bills improved

BOU's liquidity management.

In summary, for the period 1971/72 to 1992/93,dbrduct of monetary policy was largely
subdued to fiscal considerations. Monetary conwals exercised through direct means
characterized by interest rate and credit conti®é&serve requirements remained unchanged
at 10% of commercial banks deposits’ liabilitiesterest rates were set and remained
administratively unchanged for long periods despitation. When they were changed, the
adjustments were not high enough to offset inflatiMonetary policy therefore remained
virtually dormant even under the stabilization peogs. The introduction of indirect
monetary policy instruments in 1993 was part of header set of reforms in the financial
sector which not only included financial sector Imcroeconomic stability of the whole

economy in general.



1.1.2 Conceptual background

Monetary policy refers to measures employed byGeeatral Bank in the management of
demand and supply of money together with the istenaes in order to influence the level of
economic activities (Colander, 2000). According(ktarry, 1993) a policy employing the

central banks control of the supply of money asnatrument for achieving the objectives of
general economic policy is a monetary policy. Mangipolicy is also a policy by the central

bank that influences the economy through changdiseirmoney supply and available credit
(Colander, 2000).In this study monetary policy wasiracterized by bank rate, rediscount

rate and 91-day Treasury bill rate.

Inflation is the persistent increase in the generades of goods and services in a given
period of time (Colander, 2000). According to (Hart993), inflation is a continual rise in
the price level and subsequent fall in the purctagiower in a given period time. Central
banks attempt to control severe inflation in aeratit to keep the excessive growth of prices

to a minimum. Inflation is the dependent variali¢his study.

1.1.3 Contextual background

Bank rate refers to the interest rate charged byctntral bank on the loans to commercial
banks. (Colander, 2000). Bank rate policy is andrtgnt tool of Uganda’s monetary policy
because its increase or decrease affects theshtates charged by commercial banks which
in turn affect the moneys supply in the economycadkding to (Eshag, 1985) bank rate has
an influence on inflation since it affects interestes. If the bank rate is decreased then the
interest rates charged by commercial banks areedsed which attracts customers to obtain
loans from the bank. Bank rate affects the amoudnmoney in circulation which can
consequently lead to inflation. It is therefore essary to determine the role that bank rate

plays in controlling inflation.



Treasury bills are risk-free short term debt instemts regularly issued by Government
through Bank of Uganda to the public (BOU). Tregshills are short term high liquid
government security issued at a discount from &lce #alue and returning the face amount at
maturity (Zvi, et al. 2009). Treasury bills are aby issued with maturities of 91days, 182
days and 364days (BOU). This study focused on theley Treasury bills. The 91-day
Treasury bill rate influences the money supply aad be used to regulate liquidity in the
economy since it is regarded as the bench marl diearates charged by Bank of Uganda.
Since the main objective of Bank of Uganda is tama@n macroeconomic stability it is
necessary to determine the role that the 91-daysUry bill rate plays in controlling

inflation.

Rediscount rate is the interest rate at which B@dalints government securities offered by
the holder (Harry, 1993). The Central Bank under BOU Act 2000 is mandated to issue
securities on behalf of Government to the publice Ppublic may rediscount their securities
at BOU at an interest rate known as the RediscRaie. This rate is pegged to the monetary
policy’s signaling rate known as the Central Baakerand the 91-day Treasury bill. It is
derived from the average of three recent 91-daydingy bill annualized vyields to reflect
market conditions and it also reflects the monepaljcy stance at a particular time (BOU,
2015). This rate is increased to encourage theégabktommercial banks to buy government
securities and this reduces the money supply andreduce the level of interests charged
therefore affecting inflation rates. It is therefonecessary to determine the role that the

rediscount rate plays in controlling inflation.



1.2 Statement of the Problem

Inflation is considered a critical factor that affe the economic performance of most
countries in Africa. A look at the public opiniomlfs reveals that inflation at times can be
viewed as the most important national problem (&hil1996). The inflation rate of any
country should be kept at single digit values facneeconomic stability. Inflation rates in
Uganda have been an unsteady trend. This studyddcan the time frame from January
2011 to December 2014. January 2011 kicked off with.0 percent which increased
continuously to 18.8 percent in July. It soared?io4 percent in August and then to 28.3
percent in September and further increased to [3.&ent in October and then stood at 27.0
percent in December. In January 2012 the inflatede was at 25.6 and it decreased in the
preceding months and was at 4.4 percent in Octobirat year (BOU). With that trend it is
clear that Bank of Uganda needs to formulate gjiesethat can keep the inflation rates at
one figure for a long time basis. In July 2011, Benk of Uganda reformed its monetary
policy which sought to fight inflation using the aont of liquidity in the market using the
Central Bank Rate as the benchmark charged by kamk$&inancial institutions. The CBR is
set at a level which is consistent with achieving policy objectives of the monetary policy
(BOU, 2011). Despite the fact that inflation haseib a vital macroeconomic problem in
Uganda and there have been various monetary p@agignes set to control inflation over the
years there is not much research about the role Uganda’s monetary policy plays in
controlling inflation. Most researchers have bdrgirt research on interest rate spreads in
Uganda and how they affect inflation and on theaf¥eness of the monetary policy rather
than the role that the monetary policy plays intodhing inflation therefore, it is still not
clear if Uganda’s monetary policy plays a significeole in controlling inflation. It is further

not certain whether the tools that the monetarycpotmploys play a significant role in



controlling inflation. Because of the above disenegies; the researcher finds it imperative to

undertake this study.
1.3 General objective

The major objective of this study is to analyze tbke of Uganda’s monetary policy in

controlling inflation for the period January 20blRecember 2014.
1.3.1 Specific objectives of the Study
* To examine the role of the bank rate in controlimiation.
* To assess the role of the 91-day Treasury billirmt®ntrolling inflation.
* To identify the role that the rediscount rate playsontrolling inflation.
1.4 Research Hypotheses
The study will test the hypothesis that:
* Bank rate has no significant role in controllimfjation.
* 91-day Treasury bill rate does not play any roleantrolling inflation.
* Rediscount rate does not play any role in contrglinflation.
1.5 Justification of the study

The researcher carried out this study as a reqemerfor the award for the degree of
Bachelors of Science in Financial Mathematics andigz Martyrs University and therefore it

was important that it is carried out.

The primary objective of monetary policy to holc thate of inflation at a single digit value

was apparently not achieved as evidenced by thationf rates over the past years. This



study attempts to closely examine the role of Ugandnonetary policy in controlling
inflation with the case study of Bank of Uganda.sThtudy if not carried out Bank of
Uganda will not establish the actual role thatdiféerent tools play in curbing inflation and
therefore appropriate techniques to ensure thkitiom rates are kept below 5% over a long

period of time may never be adopted.

1.6 Significance of the study

This study attempts to closely investigate the tbkt Uganda’s monetary policy plays in

controlling inflation with the case study of Bankldganda.

The study suggests significant policy statementeutjh its recommendations. The study
makes recommendations on bank rate, 91-day Treastayand legal reserve requirement as
tools of Uganda’s monetary policy. These recommgonds enable Bank of Uganda to
evaluate its policies in order to achieve bettercnm@conomic stability which improves

economic growth and development.

The study can act as a foundation for further nrebeabout Uganda’s monetary policy and its
influence on inflation since it did not take intonsideration all the tools of monetary policy.
This leads to a more effective monetary policy sinmre knowledge will be acquired about

it and its role investigated further which leadptire stability in the economy.

The study improved the research skills of the ne$eat and also widened their knowledge
about Uganda’s monetary policy, its tools and thle it plays in maintaining price stability
in the economy. This was through analysis of tlifeint documents from Bank of Uganda

and Uganda Bureau of Statistics.



1.7 Scope of the Study

The study intended to examine the role of Ugandasetary policy in controlling inflation

in Uganda. . The study was purely based on secypmtdda and statistical data from Bank of
Uganda and Uganda Bureau of Statistics was usedthjostatistical data on the variables
for the period between January 2011 and Decemblt 2@s collected and the quantitative
and case study research designs were used. Trentohthe study was further limited to the
bank rate, 91-day Treasury bill rate and rediscoat& as tools of Uganda’s monetary policy
and their role in controlling inflation was invagied. Uganda’s monetary policy was the

independent variable and Inflation the dependenabke.
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1.8 Conceptual Frame Work

Figure 1.1: Conceptual Framework

Independent Variable Dependent Variable
UGANDA'S MONETARY INFLATION
POLICY * Inflation

* Bank rate

* 91-day treasury bill rate

* Rediscount rate

Intervening Variables

* Money supply
e Exchange rate

* Real demand

Source: Generated by the researcher

The main aim of this study was to analyze the thé& Uganda’s monetary policy plays in
controlling inflation. The independent variable whliganda’s monetary policy and the
dependent variable was Inflation. The underlyingaapt of this framework is that Uganda’s
monetary policy affects Inflation. Emphasis of thenetary policy is put mainly on three
tools such as bank rate, 91-day Treasury bill adiscount rate which variables affect
Inflation. The framework also showed that thereaireer variables that affect Inflation other
than the Uganda’s monetary policy which were catleslintervening variables. These were

money supply, Exchange rate and Real demand.

11




CHAPTER TWO

LITERATURE REVIEW

2.0 Introduction

This chapter examined the theoretical and empitiahture related to the role that different
tools of Uganda’'s monetary policy play in contnadji inflation. The theoretical literature
presented the different theories that are usedhadyze inflation and monetary policy in an
economy. The empirical literature presented thegdiure review from past studies related to
the impact of monetary policy on inflation. The ptex was analyzed with the guidance of
the objectives of the study. Finally, the chapt@nadudes with a summary of the theoretical

and empirical literature that was reviewed.

2.1 Theoretical literature

2.1.1 Theories of inflation

Various theoretical literatures exist in the litera as to the forces shaping the inflation

phenomenon. This study concentrated on the cldssidaKeynesian theories of inflation.

2.1.1.1 The Classical Theory of Inflation

This theory was developed by different classicaineenists, Jean Bodin, Richard Cantillon,
John Locked, David Hume, Adam Smith and WilliamtPetnd is collectively called the

“Classical Theory of Inflation”. According to thikeory, inflation occurs in direct proportion
to increase in money supply, given the level ofpaut The theory goes on to attribute
sustained price inflation to excessive growth ia ¢fuantity of money in circulation and for

this reason it is sometimes referred to as theritityatheory of money”. The classical theory
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of inflation is therefore derived directly from tldassical quantity theory of money using

Fisher's equation,

MV = PT, and P = MV/T or

m+v=p+yp=m+v-y

Where;

p = per cent rate of inflation

m = per cent rise in money supply

Vv = per cent increase in velocity of money

y = per cent increase in real output

This theory which is contained in the classicalotty of inflation is employed to explain the
most important and long run determinants of inflatrate and price level. Inflation is a
phenomenon which takes the whole economy intorasg It spreads across the whole of the
economy. It is such a phenomenon which impactsvti@e of the economy and is concerned
about the value of the mode of exchange in an euagribat is, it concerns itself with money
(Harry, 1993). With the rise in the supply of mortiye price rate rises and the value of
money falls that causes devaluation of money. Tupply of money is controlled by the
central bank through a policy of open market. Opemket is a powerful tool of controlling
the supply of money. The demand of money actuadlgedds on a lot of factors. These
factors include interest rates, average level afegrin the economy. Every economy

endeavors to reach equilibrium where the demandapgly of the money becomes equal.
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2.1.1.2 The Keynesian Theories of Inflation

Keynesian economic theory states that money isparent to real forces in the economy,
and that visible inflation is the result of pressiin the economy expressing themselves in
prices (Colander, 2000). This theory consists ofinigatwo classifications namely the

demand- pull inflation and the cost push inflation.

2.1.1.3 Demand- Pull inflation theory

In economics, the demand-pull theory is the thebat inflation occurs when demand for
goods and services exceeds existing supplies (Bheth03). According to the demand pull
theory, there is a range of effects on innovatiegvaly driven by changes in expected
demand, the competitive structure of markets, aatbfs which affect the valuation of new

products or the ability of firms to realize econorbenefits (Barth and Bennet, 1975).

In this theory, inflation is said to come about whikere is a significant increase in aggregate
demand in an economy and that increase outpacesgagg supply. Demand may increase
for a number of reasons for example an increaskeermoney supply. This makes the public
have excess money to spend on goods and serviddkiamrives up the prices which causes
inflation. The demand pull theory can be concejitadl as a lot of money chasing very few

products.

2.1.1.4 Cost-push inflation theory

In this theory, inflation is caused by an increaserices of inputs like labour, raw material

and other factors in the same line. As a resulthaf higher costs of these production factors,
aggregate supply decreases in the economy and deedhere are fewer goods being
produced supply weakens and demand for these geausns consistent causing the prices

of finished goods to increase which leads to irdta{Sheffrin, 2003).
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In this theory, the overall price level increasese do higher costs of production which
reflects in terms of increased prices of goods emehmodities which majorly use these
inputs. This is inflation triggered from supply sifbr example because of less supply. The
opposite effect of this is called demand pull infla where higher demand triggers inflation

(Barth and Bennet, 1975).

Apart from rise in prices of inputs, there could biner factors leading to supply side
inflation such as natural disasters or depletiomatiural resources, monopoly, government
regulation or taxation, change in exchange ratet @ther factors. Generally, cost push
inflation may occur in case of an inelastic demanc/e where the demand cannot be easily

adjusted according to rising prices.

2.2 Empirical literature

There are few empirical studies that have invettj¢ghe determinants of inflation in Uganda
for example (Mikkelsen, 2005); (Nachega, 2001); (Gmuwe P. and Polan, 2001) and

others.

In Mikkelsen (2005), it is shown that broad mongtaggregates have the largest impact on
prices, with a 1% increase in money causing pricescrease by 0.24%; changes in interest
rates have no effect on prices; inflation is alsovesh by own innovations (inflation
expectations) have a significant but low persis&ffeéct on future prices. Their study also
suggests that changes in exchange rate have armtimmpaprice levels, although the feed
through effect is less than unity. Although not t@med in their study, the results on
exchange rate suggest that devaluation theory rhiglptto support external macroeconomic

stability through competitiveness.
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The study by Nachega (2001) on the dynamics oétioih in Uganda, revealed that inflation
in Uganda is a monetary phenomenon and this wasistent with a crossection study by

De Grauwe and Poland, (2001).

Chris Ndatira and Mukiza (2011) investigated Cutrrirflation Trends and found out that
inflation has been driven by both domestic and restiefactors. One main domestic factor is
increasing food prices owing to supply constraifitse second domestic factor is exchange
rate depreciation. The third one is strong growthaggregate demand that responded to
acceleration of economic activity in the first haff FY 2010/11. External factors included
increasing crude oil prices on international market global inflation in Uganda’s major
trading partners, implying imported inflation. Fiya high demand for the country’s food
commodities in the region and rest of the world pas pressure on domestic food prices,

owing to supply rigidities.

Kabundi (2012) identified main factors underlyimflation in Uganda, both in the long - and
short-run, using monthly data from January 199@¢tober 2011. He used a single-equation
Error Correction Model (ECM) based on the quantieory of money including both
external and domestic variables. His main findiragthat both external and domestic factors
explain dynamics in inflation in Uganda. Over tbad-run, monetary aggregate, world food
prices, and domestic supply and demand effectgiiicidtural sector are main determinants
of inflation in Uganda. While money growth, worldaid prices, and energy prices, combined
with domestic food prices have short-term impactioitation. Finally, the study finds
evidence of inflation inertia which can be attrigdito expectations of agents and/or inflation

persistence.
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The study by Dlamini, Armstrong, & Nxumalo (2001n the determinants of inflation in
Swaziland established that both the interest mteésmoney supply play no significant role in
determining prices in Swaziland but found that demin the lagged exchange rate, South
African inflation, and the nominal wage as key d®ieants of changes in the consumer

price index, the inflation function in Swaziland.

2.2.1 Bank rate and inflation

In this section of the literature review this stugbeks to establish the effect of bank rate on
the rates of inflation. Bank rate refers to thesigst rate charged by the central bank on the
loans advanced to commercial banks (Colander, 20@0jhe BOU Act 2000, BOU s
required to extend loans to commercial banks fper@od not longer than three months at an
interest rate at least one percentage point higjiaer the Rediscount Rate known as the Bank
Rate. This rate is charged by BOU on loans an@maks in order to control money supply
in the economy and ensure macroeconomic stabilitys rate has a direct influence on
inflation because its increase or decrease affbetdnterest rates charged by commercial

banks on the loan packages they provide to thaiiocuers.

When the BR is raised, commercial banks are comgédl pay higher interest to BOU which
in turn prompts them to raise the interest rateslaams they offer to customers. The
customers then are dissuaded in taking credit tranks, leading to a shortage of money in
the economy and less liquidity. As a result, inflatis controlled as there is less money
circulation and growth suffers as companies avaldnfy loans at high rates, leading to a
shortfall in production and expansion. For instan€éehe availability of funds is scarce

because of decreased borrowing and banks are teotaborrow at BR, they may have to

increase the deposits rates upwards to attractsitep®in order to increase their profitability.
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Bernanke and Blinder (1992) argue that the chatméise bank rate lead to changes in the
amount of money in circulation which in turn affe¢he rate of inflation. They show that
when the BR is increased the economy is depresgetidans of reduction of the loans
supply by the commercial banks since they are tbitceincrease the interest rates which
discourage the borrowers. Kashyap and Jeremy (1868)Gertller and Gilchrist (1993)
share the same view. When borrowers are discourbgeduse of the high interest rates
charged, few loans are processed and the level asfeyn supply reduces which in turn

reduces inflation.

Nampewo (2010) shows that there is a positive t@iom between BR and the rate of
inflation using a linear regression econometric elo&he argues in her research that the
interest rate spreads in Uganda affect the rateflation with the BR being the bench mark
of all the other interest rates charged by theraéimiank. She continues to say that the BR
affects the commercial banks’ cost of funds whitfads the interest rates they charge which
consequently affects the rate of inflation. (MweB@00) shares the same view and adds that
it is possible for the BR to affect inflation besaut easily affects the level of interest rates in
the economy. In his view, this is possible becausecentral bank lends large amounts of
money to banks on short notice and therefore caityaafluence their actions. Eshag (1985)
also points out that BR is a monetary policy tdwttshould be given sufficient attention
since it can easily affect the level of interesesabut however does not relate the BR to the

rate of inflation.

In their studies, Saunders and Schumacher (20B@)p$, 2006), Hesse and Beck (2006) and
(Nannyonjo, 2002) came up with empirical evidenzahte fact that financial regulation by
the central bank through charging different intereses such as the BR is costly to banks

which makes them pass on all of the resultant dosthe customer by hiking the lending
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interest rates. However, their studies linked tiietB the lending rates and left out the fact

that this rate could consequently have an impac¢hemate of inflation.

2.2.2 Rediscount rate and inflation

The Central Bank under the BOU Act 2000 is mandatedssue securities on behalf of
Government to the public. The public may rediscaheir securities at BOU at an interest
rate known as the Rediscount Rate. In the sameBsttk of Uganda (BOU) is required to
extend loans to commercial banks for a period ogér than three months at an interest rate
at least one percentage point higher than the Baualis Rate. This interest rate is known as
the Bank Rate. The short term borrowing is coliieed by government securities, that is,
Treasury bills and bonds. The BOU fully adherethlaw that requires the central bank to
fix and make public at all times its standard Redlisit Rate. Effective July 2011, the
derivation of the Rediscount and Bank Rate is pédgehe monetary policy’s signaling rate-
the Central Bank Rate (CBR). The Rediscount RateBamk rate are determined as a margin
on the CBR, with the margin and CBR being set l®yB®OU’'s Monetary Policy Committee
(MPC). For example, the Rediscount rate was 4 pé&ige points on the CBR and the Bank
rate was 5 percentage points on the CBR in Oct@bé&p. Before the implementation of
Inflation targeting-Lite policy framework in 201the Rediscount Rate was pegged to the 91-
day Treasury bill annualized yield. It was deriyeain the average of the three recent 91-day
Treasury bill annualized yields to reflect markeinditions plus a margin to reflect the
monetary policy stance at a time. The Rediscoum¢,Rbherefore, changed as and when 91-
day treasury bills had been issued and sold, avdien there was a change to the margin

(BOU, 2015).
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Nampewo (2010) shows that there is a negativeioaktiip between RR and the rate of
inflation using a linear regression econometric elocdhe argues in her study that the
rediscount rate does not play a big role in affecthe level of interests and therefore does
not play a big role in controlling inflation. Howewr Katatrikawe (2010) came up with
empirical evidence to show that the RR has a pesrelationship with inflation which does
not agree with this study since she argues intuelyghat the rediscount rate is an important
tool of monetary policy which plays a role in cailing inflation. She goes ahead to confirm
that for the effectiveness of this rate it is mgitied to the moving average of the 91 day

Treasury bill.

2.2.3 91-day Treasury bill rate and inflation

Treasury bill is a short-term investment produdedd by the Bank of Uganda on behalf of
the government. An investor in Treasury bills leh@sor her idle funds to the government at
a fixed interest rate for either 91, 182 Or 364sdadyhen the bill matures, that is at the end of
the specific period, the government will repay phiecipal (the amount it borrowed) plus the
specific or agreed interest rate at the time ofpilmehase. The interest rate payable however
depends on the length of the period. You may pweii@easury bills through a licensed Bank
of Uganda Primary Distributor and the investor pagshing as transaction cost. One may
choose to take your interest/discount up front ay take it together with the entire principal
at the maturity date. On the other hand, investmetrteasury bills is risk free. The rate of
return on treasury bills can be estimated quiteipety. That is, you are sure of exactly how
much you will earn upon the maturity of the investin Theory thus has it that no
investment should be undertaken unless the expeetigah is high enough to compensate the
investor for the perceived risk of investment. ®ieTreasury bill rate is used by BOU to
reduce on the amount of money in circulation thgrebntrolling Inflation. Most studies

conclude that this rate is a strong tool to figtikation in the country.
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In their studies, (Okyere & Nanga, 2014), Nampd®2@10), Aboagye (2008) and Nandwa
(2006) argue that increase in the 91 day Treaslliryake increases the rate of interest rates
charged which consequently reduce the amount okesnoncirculation and therefore reduces

on the rate of inflation in the country.

Conclusion

Most of the empirical studies reviewed above ingidhat inflation can be controlled by the
central bank using monetary policy tools used endtudy. However there is scarce empirical
literature on the role of the central bank ratesrgld play in effectively controlling inflation

in Uganda thus necessitating the present study.
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CHAPTER THREE

METHODOLOGY

3.0 Introduction

This chapter presents a detailed description ofésearch procedure used by the researcher
to collect and analyze data used in the studynublves the description of the research
design, data sources and types, data processing aaadlsis, econometric model
specification, variable description, diagnostidgeinal model for analysis, limitations of the

study and finally the ethical considerations.

3.1 Research Design

According to Oso and Onen (2005), a research désignvay in which the requisite data can
be gathered and analyzed to arrive at a solufidns study conducted a quantitative research
design and the case study design. According to ngdwas (2003), the quantitative
methodology involves the use of structured techesquf data collection that allow
guantification, measurement and operationalizatisimg quantitative methods of analysis
like statistics. Case study is a research desighstiudies a single entity in detail in order to
gain insight into the larger cases (Oso and On@@5p Bank of Uganda was used as a case
study and information obtained from there about ndigess monetary policy was used to

ascertain the role it plays in controlling inflatio

3.2 Data sources and types

The study employed secondary time series monthly idaits analysis. The monthly data on
all study variables was obtained from Bank of Ugamhd Uganda Bureau of Statistics
websites. Data on bank rate, rediscount rate, thda§ Treasury bill rate and inflation was

obtained from BOU. Information about inflation wasinly obtained from UBOS.
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3.3 Data processing and analysis

3.3.1 Univariate analysis

Univariate analysis explores each variable to dlesa phenomenon under study. This data
analysis majorly describes and provides facts ta dbout the variable under study. It does
not involve causes or relationships when analyt#iegsituation or variable in question (Oso
and Onen, 2005). Statistics of Bank Rate, 91-da&adury bill rate rediscount rate and legal
reserve requirement were analyzed and frequendgstalere obtained showing the retrieved
data. Measures of central tendency such as the,mezae, median and standard deviation

were calculated.

3.3.2 Bivariate analysis

Bivariate analysis involves analyzing two variabmultaneously. It deals with causes,

relationships, explanations and correlations betve® variables (Oso and Onen, 2005).

Bivariate analysis was used in the model wheraiitih as the dependent variable acted as a
function of all the independent variables (Banley&l-day Treasury bill rate and Rediscount
Rate). Correlation analysis was done for all theiabdes under study to determine the
strength of the relationship between the indepeindemables and the dependent variable and

this was done using the correlation matrix.

3.3.3 Multivariate analysis

Multivariate analysis involves two or more variabl® measure the variables under study.

The variables may or may not be dependent on eaehn {Oso and Onen, 2005).

At this stage, the analysis looked at estimatiothefunknown coefficients and the effect of

each independent variable (BR, RR and 91-day TBjhendependent variable (Inflation).
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The researcher identified variables which had &igamt relationship with inflation (with P-
value less than 0.05). A linear regression moda$ wsed to measure the estimates of
coefficients of each independent variable on thitation. The Least Squares regression
method was used to carry out the analysis sincémmus data was generated for inflation

and regressed on the Bank Rate, Rediscount Rat@larthy Treasury bill rate.

3.4 Empirical Model

In this study a linear regression model was usedetermine role that Uganda’s monetary
policy plays in controlling inflation. The study @uoted the Kabudi (2012) model which
identified main factors underlying inflation in Uggda, both in the long - and short-run, using
monthly data from January 1999 to October 2011uses a single-equation Error Correction
Model (ECM) based on the quantity theory of momegluding both external and domestic
variables. His main finding was that both exteraadl domestic factors explain dynamics in

inflation in Uganda.

The specification of the model was as follows;

INF; + ag + a1BR; + ay,RR; + a3TB; +€;

WherejNF is the monthly inflation rate which is the depemtdeariable of the studyBR is
the monthly Bank rateRR is the monthly rediscount rat€B and is the monthly 91-day

Treasury bill rate.

3.5 Variable Description

3.5.1 Inflation

Inflation is the sustained increase in the genexadl of prices for goods and services (BOU).

According to Colander (1997), inflation is a contahrise in the price level in a given period
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time. It is referred to as an annual percentageaandflation increases, the purchasing power
is eroded (every shilling buys a smaller percentafjea good or service). To measure
inflation, a number of goods that are a represemtaif the economy are put together into
what is referred to as the “market basket.” Thst @d this basket is then compared over
time. This results in a price index, which is thestcof the market basket today as a
percentage of the cost of that identical baskeéhénstarting year. There are two main price
indices that measure inflation such as ConsumeeRnidex (CPI) and Producer Price Index
(PPI). CPIl is a measure of price changes in consgowds and services and PPl is a family
of indices that measure the average change overitireelling prices by domestic producers

of goods and services. Data about these indicegatéen from UBOS.

3.5.2 Bank Rate (BR)

Bank rate refers to the interest rate charged byc#ntral bank on the loans to commercial
banks. (Colander, 2000). Bank rate can also beebtbfas a rate set independently by BOU
depending on its forecast of future inflation ariden economic variables (BOU). Bank rate
policy is a preferred method by which the centrahlo can regulate the level of economic
activity. Changes in bank rate are reflected inghme lending rates offered by commercial

banks to their customers.

In this study, it is predicted that the BOU uses Itlank rate to reduce on the inflation rate in
Uganda. The bank rate policy is engaged to redheeamount of money spent in the
economy by increasing the level of interest ratearged by commercial bank since it
increases their cost of funds. Conversely, higlekbrates help to reign in the economy

when inflation is higher than desired.

Bank rate is expected to have a negative impacinflation rates. This implies that an

increase in the bank rate charged by the centnak lo& the commercial banks reduces
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inflation rate since it increases the commercialdsacost of funds which they pass on to the
public inform of high interest rates which reduspending and hence the economy is slowed

and inflation decreases.

3.5.2 Rediscount Rate (RR)

Rediscount rate is the rate at which BOU discogagernment securities offered by the
holder (Harry, 1993). According to the BOU Act 20ie rediscount rate is the rate at which
the public may rediscount their securities at BObe Rediscount rate is determined on the
basis of the four week moving average of the anredlyield of the 91-day Treasury bill

plus a policy margin that reflects the monetaryqyostance (Katarikawe, 2010).

In this study, it is presumed that BOU increases BR to encourage the public or
commercial banks to buy government securities arsdreduces the money supply the level
of interests charged therefore reducing inflatiates. When the RR is increased the inflation
rates decrease since the money in supply is regubatd so are the general prices of goods
and services in the economy. Therefore, the RedigcRate is expected to have a negative

impact on inflation rates.

3.5.3 91-day Treasury bill rate

The 91- day Treasury bill rate is the interest edterhich a short term debt instrument issued
by or on behalf of the Central Bank to generatelgfiinds needed to finance outstanding
obligations and also affect economic activitiesha country (Luis, 2010). This bill is issued

on behalf of the central bank at either a discaurface value at a competitive weekly basis
auction. When the 91-day Treasury bill rate is eased the public is discouraged from

purchasing the 91-day Treasury bill since its yaldnaturity (after 3 months) is reduced.

26



In this study, the 91-day Treasury bill rate is g@atly regarded as an indicator of the interest
rate policy being pursued and a benchmark for #tesrcharged by the commercial banks.
Lower Treasury bill rates lead to lower interesesavhich mean the public has less money to
spend leading to decrease or lower inflation rakbs. 91-day Treasury bill rate is expected to

have a negative impact on inflation.

3.6 Diagnostic tests

3.6.1 Test for normality

Normality is a condition in which the variables ddellow the standard normal distribution.

In this test, the null hypothesis is tested agaii& alternative hypothesis. The null

hypothesis states that the sample has a normabdisbn, against the alternative hypothesis
that is non-normal. A normally distributed data Bat a probability density function of the

form;

1
oV2I1

o (x—p)? /20>

foouo) =

If u = 0 ando = 1, the distribution is called the standard ndrofiatribution or the unit

normal distribution (Wooldridge, 2012).

The Jarque and Bera (1980) statistic was usedstdfde normality. This statistic measures
whether the data under study follows a normal itistion by measuring the difference of the

skewness and kurtosis of the series with those flrmmmormal distribution.
It follows the form of;

N-k[c2 , 1.  o\3
Jarque-Bera’== [s2 + 2 (k - 3)°|

Where;

N is the number of observations under study
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k is Kurtosiss

S is Skewness

The null hypothesis (§)l states that the data has a normal distributi@inatythe alternative

hypothesis (k) which states that the data that the data hasanaomal distribution.

The null hypothesis was rejected for the cases vgnehability of the JB statistic was less
than 0.05 (significant) and then concluded that tte¢a under study is not normally
distributed. For the case where the Jarque-Betstgtavas more than 0.05 (insignificant), it
was concluded that the data under study was noyrdastributed and the histogram formed

as a result was bell shaped.

The normality test is useful in identifying periottat indicate deficiencies in the model of
the study. It is also useful because hypothesimtesequires specification of the distribution
of a test statistic under the null hypothesis. égression analysis the test statistic often

depends upon the disturbances which are usuallyreesbto be normally distributed.

3.6.2 Test for stationarity

Stationarity or non-stationarity of variables degieon the variation of its moments (mean,
variance and auto covariance) over a period of.tifrthe joint statistical distribution of any
collection of the time series variables and newgrethds on time (the mean, variance and any
moment of a variable is the same for whicheveralde you choose) then it's callsttict
stationarity . However for day to day purposes strict statidgasi too strict and therefore we
assume a constant mean, a constant variance aagt@oovariance that does not depend on
the actual time it was computed. This is cakgationarity of second orderwhich is what

was referred to in this study.
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A variable is said to be stationary (of second grdets mean and variance are constant over
time and the value of the covariance between the ttme periods depends only on the
distance or gap or lag between the two time perent$ not the actual time at which the
covariance is computed (Gujarati, 2004). A statigriane series tends to return to its mean
(called mean reversion) and volatility around tmean (measured by its variance) have

broadly constant amplitude.

The Augmented Dickey Fuller (ADF) unit root testsmsed to test the variables under study
for stationarity. The ADF statistic is a negativember and the more negative it is, the
stronger the rejection of the hypothesis that thisre unit root test at some level of

confidence (Fuller, 1976).

The ADF test is applied to the following model,

Ayr=a + Bt + U1+ 01AY1 + ... WOp1AYiper + &

Where;

o is a constant

B is the coefficient on a time trend

p is the lag order of the auto regressive process

& is the error term

Imposing the constraints = 0 andp = 0 on the model above corresponds to modeling a
random walk and using the constrgint O corresponds to modeling a random walk without

a drift.

By including lags of order p the ADF model alloves higher order auto regressive processes
and the lag length p has to be determined whenyimgplthe test. The lag length was
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determined by the use of Akaike’s Information Grda (AIC). This was considered because
it is considered superior to other criterions (Lje8@04). It is considered superior because it
minimizes the chance of under estimation while mmezing the chance of recovering the true

lag length.

The unit root test was then carried out the nulpdiliesis u=0 against the alternative
hypothesis pu<0. The ADF test statistic was compatadl compared to the relevant critical
value. The null hypothesis was rejected when thé& Ad3t statistic value was less than (more

negative) the critical value.

The weakness in the ADF test is that the poweheftést may be adversely affected by not

specifying the lag length accurately (Rao, 1994).

3.6.3 Correcting for non-stationarity

A non-stationary variable can be transformed intatienary one by differencing or by
removing its trend. If a non-stationary variablengiinto a stationary one by differencing
(once or more), it is called Differenced StationBrgcess (DSP). If a non-stationary variable
turns into a stationary one by removing its trahd called Trend Stationary Process (TSP).
In general, if a non-stationary time series hakddalifferencedl times to make it stationary,
that time series is said to be integrated of oddeMost economic time series are generally
I(1); that is, they generally become stationareraftaking their first differences (Gujarati,

2004).

In this study all the variables were tested fotisterity and the times series data became
stationary after it was differenced one time sad¢hgas no need to continue to the second

time. The hypothesis that the series were notostaty was therefore rejected.
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3.6.4 Test for multicollinearity

Multicollinearity is a situation in which two or m® explanatory variables in a multiple
regression model are highly linearly related (Kugkdashna, 1975). It is a phenomenon in
which two or more predictor variables in a multipéggression model are highly correlated
meaning that one can linearly predicted from theet with a non-trivial degree of accuracy.
In this situation the coefficient estimates of theltiple regressions may change erratically in

response to small changes in the model or the data.

Multicollinearity can be detected if there are mrghanges in the estimated regression
coefficients when a predictor variable is addeddeleted. It can also be detected if a
multivariable regression finds an insignificant ffimgent of a particular explanatory variable
and yet a simple linear regression of the explaimadable on this explanatory variable

shows its coefficient to be significantly differéndm zero.

Various methods can be used to measure and tegéginee of multicollinearity; among these
are using the magnitude of the tolerance valueckihg stability of the coefficients when

different samples are used, checking significantehe t-ratios and the F statistic, and
examining the bivariate correlations between thdeprendent variables. In this study, a

correlation matrix was constructed to test for msoltinearity.

Muliticollinearity was corrected by standardizirfgetindependent variables. This helped to
reduce on false flagging of a condition index ab80e The model was left as it was despite
multicollinearity since according to Gujarati (2Q0G#e presence of multicollinearity doesn't
affect the efficacy of extrapolating the fitted nebdo new data provided that the predictor
variables follow the same pattern of multicollingam the new data as in the data on which

the regression model is based.
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It was very crucial to conduct this measurementabse multicollinearity may lead to
overstated regression coefficients, incorrect sigmsl highly unstable predictive equations

(Kumatri, 2008.
3.6.5 Testing for serial correlation

According to Pindyck and Rubinfeld (1991), seriafrelation occurs in a time series when
the errors associated with a given time periodycaver into future time periods. According
to investorwords.com the correlation of a varialith itself over successive time intervals is
serial correlation. There are different types ofiadecorrelation such as first order serial
correlation and positive serial correlation. Fostfiorder serial correlation, errors in one time
period are correlated directly with errors in thextperiod. With positive serial correlation

errors in one time period are positively correlateth errors in the next time period.

Different statistical techniques are used to detde undesirable problem of serial
correlation. This study used the Durbin-Watson (Ds4tistic to test for serial correlation.
Durbin and Watson (1950, 1951) applied this siatigi the residuals from least square

regressions.

The hypothesis tested was as follows
Hy: =0 (null hypothesis)

The DW test is of the form of;

T
o = Zt=2(Cemee-1)’
- T 2
Yi-1€t

Where;

T is the number of observations (time periods)
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e:= B - a such thap anda are respectively the observed and predicted vaitittee response

variable for individual t.

d becomes smaller as the serial correlations isetea

When successive values @&f are close to each other, the DW statistic willdve indicating

the presence of positive serial correlation.

Upper and lower critical values were tabulated ddferent values of k (the number of

explanatory variables) and t. The null hypothesss wejected if the test value (d) was less
than the lower critical value and when the tesu@alias greater than the upper critical value
the null hypothesis was not rejected. The testapasidered inconclusive if the test value (d)

was less than the upper critical value and grehgar the lower critical value.

The Durbin-Watson statistic is always between 0 4ntl the statistic has a value of 2 then
there is no serial correlation in the sample. Vala@proaching O indicate positive auto

correction and values approaching 4 indicate negaiuto correction.

Serial correlation does not affect the consistenic@LS estimators but it does affect their
efficiency. In the case of positive serial corriglat the OLS estimates of the standard errors
are less than the true standard errors. This leatlte conclusion that the parameter estimates
are more precise than they really are. This may teasituation where the null hypothesis is

rejected when it is not supposed to be rejected.

Serial correlation in many economic time series witee variables are omitted (omitted
variables end up in the error term). If the omittediable is correlation over time, then the
residuals will appear on track. In order to cormbetse problems reformulate the model and

include the omitted variable.
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3.7 Limitations of the study

The major limitation of this study was the use dinfy the quantitative method of research.
This method in most cases does not provide infaomahat is specific to the researchers
needs. The data provided may be of poor qualisufficient and sometimes incomplete or
outdated. But this was the most suitable researethad for this study because secondary
sources of data from Bank of Uganda, Uganda Buoéd&tatistics and other online sources
provided sufficient information. This informationlfilled the objectives of the study which

eliminated the need and expense of the resear@wndhto carry out their own primary

research.

The study also failed to use legal reserve reqergmas a tool of monetary policy since the
data on this variable was not available and besides fixed hence it will affect the

regression results. This led to reduction in stobjgctives from four to three.

3.8 Ethical considerations

This study mainly used secondary sources of datdteresearcher ensured that all this data
was appropriately referenced and cited. All theharg whose work was used were

acknowledged and credit was given wherever it wes d

The researcher sought for permission from the Usityein form of an introductory letter
which was presented to Bank of Uganda before theyewallowed to access some

information that the central bank provides to reseers.

The sources of the data collected in this studyeveeithentic and allowed by the University

to be used by their students while carrying ouir tlesearch.
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CHAPTER FOUR

PRESENTATION, INTERPRETATION AND DATA ANALYSIS

4.0 Introduction

The data collected from Bank of Uganda (2015) arBiO8 (2015) was subjected to
diagnostic tests as shown below and thereafteessgms are run in order to assess the role

of Uganda’s monetary policy in controlling inflatiausing a case study of Bank of Uganda.

4.1 Descriptive Statistics

The descriptive statistics were established tdlgeeimeans, medians, standard deviations and
explain the trend for each of the variable in thedg. The descriptive statistics carried out

therefore included trend analysis and summaryssieifor all the study variables.

Figure 4.1: Trend of Inflation in Uganda from August 2011 to December 2014
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Source: research data
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In figure 4.1, months are arranged from 1 to 48meleis the first month of the study which
is January 2011 and 48 is the last month of thaysithich is December 2014. Generally the
trend of monthly inflation rates in Uganda is ntilde as shown above. The rates increase
and decrease with no steady increase or decrehsetrdnd shows a sharp increase in the
Uganda’s monthly inflation rate in September 20dkabout 6.9 percent. This was also the
highest inflation rate recorded between Januaryl 2001 December 2014. The sharp increase
could be attributed to the immerse government edipere preceded by the February’s
presidential elections and also the global findntiamoil and the drought in East Africa
during those periods. The sharp increase was fellowy a decrease to 1.3 percent in
October of the same year. The trend was then velgtistable throughout 2012 with the
highest being 1.8 percent witnessed in February taedlowest being -0.1 percent. The
monthly inflation rates were relatively low througtt the 2013 and 2014 with highest rate
during that period recorded in August 2013 at Z26cent and the lowest being -0.1 which

was recorded in January and December of 2014.

Figure 4.2: Trend Analysis of Bank Rate in Ugandarbm January 2011 to December

2014
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The trend shows that the country had the highast bate in November and December 2011
which was recorded as 29 percent. Bank of Ugancl@ased the bank rate during this time
since there was a high inflation rate in the counthis high bank rate was very instrumental
in controlling inflation in the country. The treradso shows relatively stable rates between
January 2013 and December 2014. The rates recbeteeen these periods are between 16

percent and 15 percent where most of them are aainst 15 percent.

Figure 4.3: Trend of Rediscount rate in Uganda fromlanuary 2011 to December 2014
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The trend above shows that the highest rediscoatet was recorded in November and
December 2011 but it averaged at 14 percent fora$ieof the months under study. The high
trend in the rediscount rate in November and Deegr@011 was attributed to the central
bank trying to avert the high inflation rate whiefas being experienced in the country at that
time. The rate at which government securities @&eodinted was increased to encourage the
public to invest in these securities and consedyem¢creasing the money stock and
therefore curb the high rates of inflation that evevident during that period.
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Figure 4.4: Trend of 91 day Treasury bill rates fron January 2011 to December 2014
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The trend shows that a highest 91-dayTreasurydi#i was recorded in January 2012 of 23.1
percent while the lowest was recorded in Januaiyl 20 8.8 percent. The highest percentage
in the 91-day Treasury bill rate was as a resulthef central bank reacting to the high

inflation in the country during that period. Theciease was an attempt to discourage the
public from investing into treasury bills since liease in their rate decreases the yield of the
Treasury bill. The trend also shows a maintainéel ohbetween 9 percent and 10 percent for

the periods between September 2012 and Decembér 201
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Table 4.1: Summary of the descriptive statistics ahe study variables

INF BNKRATE RDRATE 91DTBR
Mean 1.337967 18.21244 17.21247 11.62916
Median 3.573281 16.00000 15.00000 9.768227
Maximum 6.900000 29.00000 28.00000 20.28000
Minimum -1.00000 13.06000 12.06000 8.360000
Std.Dev. 0.564286 4.741841 4.741815 1.193436

Source: author’'s computations

The summary table 4.1 indicates that there are dftimy observations obtained over the
time periods from January 2011 to December 2014 Gdhwice of this time period was
majorly due to the availability and completenesghef data. The highest monthly inflation
rate of the study was 6.9 percent and the lowest-w® percent with the mean and standard
deviation being 1.337967 and 0.564286 respectivdlge statistical means for the
independent variables such as bank rate, redisqatmtand 91-day Treasury bill rate are
18.21244, 17.21247 and 11.62916 respectively.rthén shows that the variables are worth

including in the model since their standard dewiadiare greater than zero.

4.2 Diagnostic Tests

The diagnostic tests carried out on the data seredsded the normality test, stationarity test,

multicollinearity test and serial correlation.
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4.2.1 Normality Test

The Jarque and Bera statistic was used to measwether the variables under study follow a
standard normal distribution. The table 4.2 shdwesresults of the analysis arrived at using

the E-views 8.

Table 4.2: Normality Test results on the study vaables

INF BNKRATE RDRATE 91DTBR
JB 3.74934 0.28231 0.42731 1.24921
P-value 0.15343 0.86841 0.80755 0.53565
Skewness 0.74211 -0.14271 -0.05540 -0.31116
Kurtosis 3.21561 3.29642 2.505821 3.60150

Source: author’'s computations

The JB test statistic whose probability (P-valseyieater than 5 percent level of significance
implies that the null hypothesis that the variabdge normally distributed is accepted.
However, if the JB statistic is less than the Tpst level the null hypothesis is rejected and

logarithms are considered in order to induce thenatity of the variables under study.

From the table 4.2 it was observed that all vaeahinder study were normally distributed
since the probability (P-value) of the JB statistias above 0.05 for all the study variables
which acts as the rejection point. The null hypsthethat the sample has a normal

distribution was not rejected.

Skewness is the measure of the asymmetry of tHeaprity distribution of a variable around
its mean. The data is perfectly symmetric if thevgiess value is equal to zero. The study

variables bank rate, rediscount rate and 91-dagpshry bill rate are highly skewed since

40



their skewness values are less than -1 and thebdison of inflation is moderately skewed

since its skewness value is between 0.5 and 1.

Kurtosis measures peakedness of the probabilityilalision of the study variables. Negative
kurtosis shows too much peak (sharp) and positineokis shows that the peak is not sharp.
The kurtoses for all the variables are betweentipesiherefore the peak of their probability

distribution is not sharp and the variables arenatly distributed

4.2.2 Test for stationarity and correcting for nonstationarity

Stationarity of a variable occurs when its mean aadance are constant over time.
Stationarity is essential econometric models bexairsce when data is considered stationary
it means that it still retains its memory in meavarting and therefore it's considered

predictable.

Graphical representation of stationary tests asvshin appendix | an appendix Il show the
plots of the variables before and after differegaiaspectively. It is observed that the series
are linearly trended and each variable apart froflation appears to have a non-constant

mean and therefore do not appear to be stationaljferent significant values.

The variables all appear to be stationary in appelhéfter differencing. Although graphical
evidence is useful as a first approximation to deavhether the variables are non-stationary,
most econometricians agree that this is clearlgliable method to use to make inferences
about unit roots (Harris, 1995). The researcheretoee proceeded by using the formal

testing procedures to test the stationarity ofaldes further.

The study variables were tested at significantl®&wé 1 percent, 5 percent and 10 percent to
establish whether they are stationary or not uiegADF test. Using this test, the variables

under study are considered stationary when the feSFstatistic is greater than the absolute
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values of the critical values at a given significkvel. The table 4.3 below shows the unit

root test results of the variables under study ieeflifferencing (in their original form).

Table 4.3: Unit root test results for the study valables before differencing

Critical values at different significant
levels
Variables Specification | ADF test 1%* 5% 10%
statistic
INF Trend and -6.182723 -4.219126 -3.533083 -3.195312
Specification
BR Trend and -2.447810~ -2.118680| -3.352976 -3.196411
specification
RR Trend and -3.447790 -4.211868| -3.529758 -3.196411
Specification
91DTB Trend and | -2.383361 -4.170583| -3.510740 -3.185512
Specification

*MacKinnon critical values for rejection of hypottie of a unit root
** Not stationary at 1% and 5%
**~Not stationary at 5% and 10%

***Not stationary at 1%,5% and 10%

Source: author’'s computations

A non-stationary variable can be transformed itédi@gnary one by differencing. From table

4.3, it was observed that apart from the inflatiate all the other variables were not
stationary at the levels of significance sinceahsolute values of their ADF test statistic was
less than their critical values at all the sigrafit levels. All the variables under study were
differenced once to correct non-stationarity. Aftesting for stationarity at first difference

the study also tested the variables at the firgerdince in order to establish the order of
integration of the study variables and if the Vialea are stationary at the first difference, it

means that the variables are integrated of order on
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Table 4.4: Unit root test results for the variablesunder study after differencing

Critical values at different significant
values
Variables Specification | ADF test| 1% 5% 10%
statistic
DINF Trend and -9.236021 -4.170583 -3.510740 -3.185512
specification
DBR Trend and -4.512813 -4.170583 -3.510740 -3.185512
specification
DRR Trend and -6.363141 -4.170583 -3.510740 -3.185512
specification
D91DTB Trend and -4.261402 -4.170583 -3.510740 -3.185512
specification
*MacKinnon critical values for rejection of hypottie of a
unit root

Source: author’'s computations

All the variables appeared stationary at 1%, 5% ¥t after the first order differencing.

Inflation is or order 1(0) since it was stationdsgfore differencing and all the independent
variables are of order I(1) because they becammorssay after the first differencing. The

graphical presentation as shown in appendix lllidha variables under study showed a zero
means which confirms stationarity and this predemtaagrees with the ADF test statistics as

shown in table 4.4.

4.2.3 Multicollinearity test

Multicollinearity in regression occurs when indegdent variables in the regression model are
perfectly correlated with each other than with tependent variable of the study. In the
presence of multicollinearity, there will be largiandard errors of the estimated coefficients
and the parameter coefficients will be vague thussi very imperative to test for
multicollinearity. In this study a correlation matr was constructed to test for

muliticollinearity as shown in Table 4.5.
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Table 4.5: Correlation Matrix

Inflation 91 days TB Rediscount Rate Bank Rate
Inflation 1.0000 0.1554 0.1177 0.0013
91 days TB 0.1554 1.0000 0.9496 0.8739
Rediscount Rate¢  0.1177 0.9496 1.0000 0.9580
Bank Rate 0.0013 0.8739 0.9580 1.0000

Source: author’'s computations

From table 4.5 showing the correlation matrixsibbserved that Uganda’s monthly inflation
rate is positively correlated with 91 days Treashily rate, rediscount rate and bank rate.
Correlation test is important in time series analysecause, according to Gujarati (1995),
when the independent variables are highly corrélateey should not be used in the same
regression model. This is because of the multivedlrity problem that might result due to

use of highly correlated variables in the same rhode

The correlation matrix results show that bank regejscount rate and the 91-day Treasury
bill rate are not correlated with each other them@fno problem of multcollinearity is

suspected

4.2.4 Serial Correlation test

Serial correlation occurs in a time series whenetfiers associated with a given time period
carry over into future time periods (Pindyck andoRield, 1991). Serial correlation does not
affect the consistency of OLS estimators but itsdaffect their efficiency. In the case of
positive serial correlation, the OLS estimates had standard errors are less than the true
standard errors. This leads to the conclusion tthatparameter estimates are more precise
than they really are. This may lead to situatiorereithe null hypothesis is rejected when it is

not supposed to be rejected therefore it is impottatest for serial correlation.
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The DW statistic was used to test for serial catieh but because it is always difficult to
interpret and thus making a conclusion whethedtte series had a problem of the presence
of either positive or negative serial correlatian hard. This challenge necessitated the
performing of the Correlogram Q-satistics test imala case if there is no serial correlation in
the residuals the auto correction and partial @otoelations at all lags will be nearly zero

and all the Q-statistics will be insignificant witdrge p values.

Table 4.6: Correlogram-Q-statistics testing for samal correlation

Date: 05/05/15 Time: 22:14
Sample: 1 48
Included observations: 48

Autocorrelation Partial Correlation AC  PAC Q-Stat Prob

| [ | [ 1 0.941 0.941 45.236 0.000
| | ek | 2 0.839-0.411 81.957 0.000
e | ML 3 0.715-0.129 109.23 0.000
| . 40.588-0.009 128.10 0.000
e . 50.476 0.072 140.74 0.000
e S 60.356-0.266 147.99 0.000
N o 70.217-0.269 150.75 0.000
E E £.083 0.102 151.16 0.000
. O ©.035 0.087 151.24 0.000
M. . 10.123 0.026 152.18 0.000
M. . 10.180-0.053 154.28 0.000
o . 1.224-0.055 157.64 0.000

| O 13.249 0.172 161.90 0.000

| ML 140.263-0.069 166.77 0.000
o ML 150.266-0.114 171.93 0.000

I

I

|

**l

**l

w4 . 19.250 0.045 176.62 0.000
A 170.233-0.077 180.84 0.000
x| | .0 19.216-0.017 184.58 0.000
A A 19.193 0.014 187.66 0.000
A A 2.183-0.160 190.54 0.000

**l

Source: author’'s computations

Table 4.6 shows the results of Correlogram Q-stegistest. The test displays the
autocorrelation and partial autocorrelation funesioof the residuals for high-order serial

correlation. In this test here was no serial catreh in the residuals since the
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autocorrelations and partial autocorrelations htagls were zero, and all Q-statistics were

insignificant with large p-values.

4.3 Model estimation

The model was estimated and the results are pezkenttable 4.6. The equation was
estimated using Ordinary Least Squares (OLS) methAoahultiple regression analysis was
used to establish how the establish how the indigognvariables that is 91 days Treasury
bill, Rediscount rate and bank rate control inflatiin Uganda. But since most of the
variables were not stationary at levels, the regioesanalysis considers their first difference

in order to correct for the non stationarity.

Table 4.7: Regression Results using OLS

Variables Coefficient Std. Err. T-Statistic P-Value

D 91DTB -0.3884212 0.1596755 -2.43 0.0201
DRR 1.147585 0.2097419 547 0.0000
DBR -0.5389784 0.1951435 -2.76 0.0090

Constant 0.5300836 0.1575111 3.37 0.002(¢

Dependent variable: DINF
Number of observations = 48
Included observations 37 after
adjustment

F-statistic = 10.32
R-squared = 0.6876
Adjusted R-squared = 0.6654
Root MSE = 1.0057
Durbin-Watson d-statistic = 1.916697

Prob( F-statistid®=0000)

Source: author’'s computations

The regression results show that there is a relstip between inflation and the independent

variables since DW statistic is greater tha&raRule of thumb for testing spurious regression.

As a rule thumb for the DW test, the statistic ttabe 2 or close to 2 for there to be no serial

correlation between the residuals. The DW testssimtbetween the residuals was 1.91667
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which is close to 2 therefore there was no evideficerial correlation between the residuals

in the monthly data series used.

All the coefficients of the independent variablesthhe model; 91 days treasury bill rate,
Rediscount rate and Central Bank rate are stalbtisignificant at 5 percent level of

significance since their P-Values are less thanirbfdying that their calculated t-values are
greater than their critical values which means thatreject the null hypothesis that the
coefficients of these variables are statisticaly different from zero as shown in table 5. The
coefficient of rediscount rate is positive whilatlof 91 days Treasury bill rate and the bank
rate are negative just as expected by the econiti@ary and previous studies of Katarikawe

(2010)

The adjusted Rfrom the results of the regression is 0.6654 whitplies that 66% of
variation in Uganda’s inflation rate is explaineglthe variables included the model. The F-
statistics strongly rejects the null hypothesig tha regression coefficients are jointly equal
to zero. This means that all the independent vesaincluded in the model are jointly
statistically significant at a 5% level of signdicce and therefore they play a very big role in

controlling Uganda'’s inflation rate.

From table 4.7, the fitted regression model that ba used for controlling inflation in

Uganda is as follows;

Inflation = 0.5300836 — 0.3884212ATBRate + 1.147585ARediscountRate
— 0.5389784ABankRate

NIRRT €% )
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The dependent variable of the study which is monithflation rate is at its levels while all
the independent variables are at their first défifee. All the independent variables included

in the study are statistically significant at 5qeat level of significance.
4.5 Discussion of results
4.5.1 91-day Treasury bill rate

The coefficient of 91 day is negative and stat@hlyc significant at 5 percent level of

significance just as expected by the study andptbeious studies implying that increase in
the issue of 91 day treasury bills reduces on dle of inflation in the country hence the use
of treasury bills as a tool of monetary policy bgri® of Uganda reduces inflation in the
country. Specifically a unit increase in the ratQd days Treasury bill reduces inflation in

the country by 0.3884212 percentage points.
4.5.2 Rediscount rate

The coefficient of rediscount rate is positive atatistically significant at 5 percent level of
significance. A unit increase in RR does not dessdaflation. This result is different from
the expectation of the study because the studyctxqbat to be negative. This therefore
implies that rediscount rate does not reduce ioflatn Uganda. This could be true since
most of the government securities in Uganda arallyspurchased by the outsiders who

come in with their money.
4.5.3 Bank rate

The coefficient of bank rate is negative and diatifly significant at 5 percent level of
significance. This finding is in line with the eanic theory and the findings of the previous
studies. This means that an increase in the batg redluces inflation in the country
specifically a unit increase in the bank rate redudganda’s inflation rate by 0.5389784

percentage points other factors held constant.
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CHAPTER FIVE
CONCLUSIONS AND RECOMMENDATIONS
5.0 Introduction

In this chapter a summary related to the studylproland objectives is given. The summary
basically presents the analysis of the role of rteyepolicy in controlling inflation in
Uganda from January 2011 to January 2015. Suggesitioterms of possible policy options

and further research areas are also providedsrctiapter.
5.1 Summary of findings

The main objective of this study was to assessralee of monetary policy in controlling
inflation in Uganda from January 2011 to Deceml@£using Bank of Uganda as the case

study.

The adjusted Rfrom the results of the regression is 0.6654 whitplies that 66% of
variation in Uganda’s inflation rate is explainedthe variables in the model. The F-statistics
strongly rejects the null hypothesis that the regian coefficients are jointly equal to zero.
This means that all the explanatory variables uhetlin the model are jointly statistically
significant at a 5% level of significance and ttiere they play a very big role in controlling
Uganda’s inflation rate. The Durban Watson (DWYiste of 1.916697 indicates that the

regression does not suffer from problems of autetation since it is very close to 2.

It was found that specifically a unit increase e trate of 91 days Treasury bill reduces
inflation in the country by 0.3884212 percentage{so The impact of 91 day Treasury bill
on Uganda’s inflation rate was found to be negadine significant suggesting that the use of
treasury bills by the Bank of Uganda to controldtibn is very significant and indeed it can

help to reduce the problem in the country.
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It was found that the coefficient of bank rate égative and that every increase in the bank
rate reduces Uganda’s inflation by 0.5389784 peagen points if other factors are kept
constant. The bank rate was also found out to béhansignificant monetary tool to control

inflation in Uganda since it was statistically sigrant at 5 percent level of significance.

The rediscount rate was found with a positive refehip which implies that its use may not
help to control inflation in the country. It wasulod to be significant at 5 percent level of

significance.

Finally, structural and predictive tests by thedgtueveal 91 day Treasury bill and bank rate
as key monetary policy tools to control inflationWganda thus Uganda’s inflation function

(Equation 4.1) can reliably be used for forecaspngposes using these variables.

5.3 Conclusions

The study concludes that bank rate has a negdfeet en Uganda’s inflation rates which is
in line with Bernanke and Blinder (1992), Kashyapd aleremy (1993) and Gertler and
Gilchrist (1993) findings which argued that the mfp@s in bank rate leads to changes in the
amount of money in circulation which in turn negaty affects inflation. The increase in the

bank rate by BOU therefore controls the levels@ation.

The study also concluded that the 91-day Treasiliryabe has a negative relationship with
inflation and it is statistically significant atgercent level of significance just as expected by
the study. These findings are in line with pasts of Nampewo (2010), Aboagye (2008)
and Nandwa (2006) who argue in their studies thatease in the 91 day Treasury bill rate
increases the rate of interest rates charged wdgokequently reduce the amount of money

in circulation and therefore reduces on the ratmftdtion in the country. Therefore, the use

50



of Treasury bill rate as a tool of monetary polimyBank of Uganda reduces inflation in the

country.

The further study concluded that the rediscourd imfpositive and statistically significant at
5 percent level of significance. This result isfeliént from the expectation of the study
because the study expected it to be negative. ishis line with the study of Nampewo

(2010) who argues that the rediscount rate doefiana@ an impact on the level of interests
charged and therefore doesn’t play a big role introdling inflation. This therefore implies

that rediscount rate does not reduce inflation gatta. However Katatrikawe (2010) does
not agree with this study since she argues in tuelyshat the rediscount rate is an important
tool of monetary policy which plays a role in cailing inflation. She goes ahead to confirm
that for the effectiveness of this rate it is mgitied to the moving average of the 91 day

Treasury bill.

5.4 Policy recommendations

Basing on the findings of the study, Bank of Ugamstlauld always issue many 91 days
Treasury bills whenever there is inflation in ordemreduce inflation in case there is a high

inflation rate in the country.

Bank of Uganda should also increase its bank r&enever there is a high inflation rate in
the country in order to reduce it. This is becaus®ease in the bank rate discourages
borrowing of the commercial banks from the cenbrahk thereby reducing the amount of
money available for lending. Also when the banle riatincreased, it forces the commercial
banks to increase their lending rate (interest)raéteis discouraging the public from
borrowing hence reducing on the amount of moneygimulation and thereby reducing

inflation rate.
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The central bank should make it mandatory for athmercial banks to use the bank rate as
the bench mark for all the interest rates they ghao that the monetary policy and control

by the central bank is more effective in contraglimacroeconomic stability in the economy.

This can be achieved through strict supervision arahitoring of the activities of the

commercial banks.

5.3 Suggestions for further research

The areas for further research that are proposeithibystudy involve covering the gap that
has been left by this study of measuring the extienwhich monetary policy tools play in

controlling inflation.

This study has investigated the role of monetarjcpan controlling inflation in Uganda
from January 2011 to December 2014 using an emorection but it has not been all
exhaustive since it only looked at only three manetools yet there are more than three
monetary tools. Therefore other studies can baethout on role of other monetary policy
tools that have not been included in this studyhsagc moral suasion, currency reforms, cash

ratio and selective credit control.

Research about other determinants of Uganda’stimflaate such the structural rigidities,
world food prices, variations in world Oil pricescamany others. Research can also be
carried out on the relationship between Inflatiamd agovernment deficit, inflation and

government revenue, effects of inflation on Ugaadak revenue and many other areas.

This study used the quantitative research desighnaainly used secondary data obtained
from BOU and UBOS. Further research can be canigdo investigate the role of Uganda’s

monetary policy in controlling inflation using otheesearch designs such as descriptive
research design and primary data should be colléotelose the gaps that the secondary data

obtained could not cover.

52



REFERENCES

Aboagye, A.Q., Akane.T.O. and Gockel, A.F., 2@&laining interest rate spreads in

Ghana African Development Review 20,3,378-399.

Anguyo, F., 2008 Exchange rate pass-through to inflation in Ugandaidence from a

vector error correction modeKampala: Bank of Uganda Working Paper WP/09/08.

Atukwase, M., 2012Relative Roles of Monetary Policy and Fiscal PolinyControlling
Inflation in Uganda; A case Study of Bank of Ugan#ampala, Uganda: Makerere

University.
Bank of Uganda, Reports 2000-2015.

Barajas, A., Roberto, S., & Natalia, S., 1988erest spreads in Banking: Financial taxes,

Market power, and Loan quality in Columbia 1974-699

Barth, J. R. & Bennett, J. T., 1975. Cost-pushueiBemand-pull Inflation: Some Empirical

Evidence. Journal of money, credit & banking : O8tate University Press.

Beck, T., &Hesse, H., 20(Bank Efficiency, Ownership and Market Structureyvitterest

Spreads are high in Ugand&ashington D.C: The World Bank.

Berg, A., Laxton, D., & Karam, P., 200&actical Model-Based Monetary Poli®yashngton

DC: IMF Working Paper WP/06/80.
Colander, D., 200Fiscal and monetary policie$liddlebury: Middlebury university press.

Canetti, E. A., 1991. Monetary Growth and ExchaRgée Depreciations as Causes of

Inflationin African countries: An Empirical Analysi Mimeo, IMF,. Washington DC: IMF.

Chibber, A., & Shafik, N., 1990.Exchange Reformreflal Markets and Inflation in Africa:

The Case of Ghana, World Bank Working Paper, WP&. 4¥ashington DC: World Bank. .

53



Chris NdatiraMukiza., 2011. Current Inflation Trendlain Drivers, Causes and Policy

Implications, Staff Working Paper. Kampala, Ugandacroeconomic Statistics.

De Grauwe P. and Polan, M., 2004 Inflation Always and Everywhere a Monetary

Phenomenadn Leuven: CEPR and University of Leuven.

Dlamini, A., Armstrong, D., &Nxumalo, T., 2004nalysis Of The Determinants Of Inflation

in Swazland

Durevall, D. A., 2001A Dynamic Model of Inflation for Kenyda9741996. Journal of

African Economies, 9124.

Eshag, E., 1985Fiscal and monetary policies and problems in depielg countries. ?'

edLondon: Cambridge University press.
Friedman, M., 195&ssays in Positive Thinkin@hicago: University of Chicago.

Fuller, W.A, 1976@introduction To Statistical Time SerieBlew York: John Wiley and

sons.ISBN0-471-28715-6
Gelos, G., 2006. Banking spreads in Latin AmelM&.Working Paper, WP/06/44.

Greene, W., 201Econometrics Analysigth Edition. New York: Macmillan Publishing

Company.

Guijarati, D., 1995Basic Econometric8 “ed. New York: McGraw-Hill International

Editions,
Harry, P., 1993Foundations of macroeconomiddelbourne: Melbourne university press.

Imimole, B., and Enoma, A., 2011. "Exchange RatprBeiation and Inflation in Nigeria

(1986-2008). Business and Economic Journal, 1 - 12.

54



Kabundi, A.,2012. Dynamics of Inflation in Uganddprking Paper Series N° 152. Tunis,

Tunisia.: AFRICAN DEVELOPMENT BANK GROUP.

Katarikawe, M., 2010Monetary policy Frameworks in Africa, a case stoflfsank of

Uganda.Kampala: Makerere University press.

Kihangire, D. A.,200&xchange Rate Misalignment and Financial Liberalsa Empirical
Evidence and Macroeconomic Implications For UgarBank of Uganda Staff Papers.
Kumari A., 2008 The Monetarist Explanation of Inflatiothe Experience of Six African
Countries The Journal of Economic Studies, Vol. 16, Nolme Journal of Economic

Studies, Vol. 16, No. 5-19.

Kumar, T. and Krishna. R.,1975. "Multicollinearitjy Regression AnalysidReview of

Economics and Statisti& (3): 365-366JSTOR1923925

Lutkepohl, Helmut., 2005New introduction to multiple time series analys§ ed. Berlin:

Springer ISBN 3540262393

Mishkin, F. S., 2008Exchange Rate Pass-through and Monetary Policy.Bo&ank

Conference on Monetary Polic@slo, Norway.

Mwega, L.D., 2000.The structure and performance relationship for bagk Journal of

banking and Finance 20,745-771.

Nachega, JC., 2001 Financial Liberalization, Money Demand, and Inf@tiin Uganda

IMF Working Paper Number WP/01/118 . Washington D@ernational Monetary Fund.

Nampeewo, D., 2010What drives interests rate spreads in Uganda’s banksector

Kampala; Makerere University printery.

Nandwa, B., 2006The fisher effect and inflation dynamics of the-Saharan African

economiesGhana: International Development center.

55



Nannyonjo, J., 2002Financial reforms in Uganda (1990-2000): Interasite spreads,
Market structure, Bank performance and MonetaryigylGothenburg: University of

Gothenburg.

Okyere, F., & Nanga, S., 2014. Forecasting Weeklgtdn of the 91-Day Treasury bill

Rates of GhandOSR Journal of Economics and Finance (IOSR-JBEB)- 53.

0s0, W.y., Onen. D., 2008 General guide to writing a Research Proposal &eport.2"™

ed. Kampala: Makerere university printery.

Rao, M.,1994Exchange Rate Regimes and Inflation In Sub-Sah@mamtries BIS
Working Papers No. 53. Basle: Bank for Internati@ettlements (BIS) Monetary and

Economic Department.

Saunders, A., and Schumacher, L., 2000. The Detamts of Bank interest margins: An

international studyJournal of International money and finance, 833-832
Shiller, J.R., 1996Various dynamics of inflatiorOxford: Oxford university press.
Uganda Bureau of Statistics, Ac, Kampala UgandalLkdormation Institute.
UBOS.(Various Years).Inflation rate. . Kampala: dda Beural of Statistics.

Wooldridge, M., 2012.A Guide to Modern Econometrigsl Edition. Rotterdam: Erasmus

University.

Zvi, T.M., Adams, R.J., Weiss, T.D. and Coatie,.,J2D09. Investments in developing

countries8™ ed. Boston: McGraw Hill/ Irwin.

56



APPENDICES

Appendix |: Stationary Test

Graphical representation of stationarity test resuls on variables before differencing

®
[
£ ¥
2 o]
o
[\

T T T T T

o 10 (o} 30 40

months

8
SN_
A
9

T T T T T

o 10 20 30 40

months

57

T T T T T
o 10 20 30 40
months



Appendix Il

Graphical representation of stationarity test resuls on variables after differencing once
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Appendix lll: Data series that was used in the mode

Inf Rdrate Bnkrate 91dTBr
1.2 12.06 13.06 8.83
1.7 12.87 13.87 9.41
4.2 12.32 13.32 8.58
2.9 12.11 13.11 8.81
1.1 13.66 14.66 10.40
0.1 15.68 16.68 12.10
2.3 16.00 17.00 13.09
2.7 17.00 18.00 14.53
6.9 21.00 22.00 15.59
1.3 25.00 26.00 18.80
0.1 28.00 29.00 19.58
-0.2 28.00 29.00 20.09
0.1 27.00 28.00 20.28
1.8 26.00 27.00 17.58
0.4 25.00 26.00 15.66
2.0 25.00 26.00 16.29
-0.1 25.00 26.00 16.40
-0.4 24.00 25.00 16.68
-0.9 23.00 24.00 16.74
0.5 21.00 22.00 12.68
0.8 19.00 20.00 10.71
0.3 17.00 18.00 9.14
0.6 16.50 17.50 9.28
0.2 16.00 17.00 9.36
-0.3 16.00 17.00 9.19
0.4 15.00 16.00 9.09
0.9 15.00 16.00 8.84
1.4 15.00 16.00 9.49
0.2 15.00 16.00 9.39
-0.5 14.00 15.00 9.52
0.6 14.00 15.00 9.37
2.6 14.00 15.00 9.23
1.8 15.00 16.00 9.39
0.0 15.00 16.00 9.67
-0.7 15.00 16.00 10.24
0.1 14.50 15.50 8.78
-0.1 14.50 15.50 8.37
0.4 14.50 15.50 8.89
1.1 14.50 15.50 9.35
1.0 14.50 15.50 9.87
-1.0 14.50 15.50 9.52
-0.9 14.00 15.00 8.94
-0.1 14.00 15.00 9.07
1.1 14.00 15.00 10.14
0.3 14.00 15.00 10.03
0.4 14.00 15.00 10.27
-0.4 14.00 15.00 10.36
-0.1 14.00 15.00 10.56
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